Al and Romanization:
Possibilities and Limitations
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Traditional Algorithms
vs. Al & Machine Learning

TRADITIONAL ALGORITHMS Al & MACHINE LEARNING
Rule-based Data-driven

Explicit instructions Learning from patterns
Deterministic Probabilistic

Manual update Self-adaptive



Reviewed models

® RNN(Recurrent Neural Network)

® BERT(Bidirectional Encoder Representations from Transformers)

® Transformer

In the end, | chose the Transformer model



The Transformer model architecture
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Problems discovered during learning

Loss over epochs
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176,679 search results appeared for &2l Z 2 (Our School Genealogy).

Total number of vocabulary trained: 72,985 (includes a significant number of personal and proper nouns due to the nature of
bibliographic records, not just the refined corpus).
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Sentences composed of words likely to
be abundant in the training data

stz2o| olg
Base Model Translated: Han'guk Ui minyo

oh=ol 582
Base Model Translated: Han'guk Ui tongyo

stz ol 2%
Base Model Translated: Han'guk Ui kimch'i

oh= 2| FArRL AX|
Base Model Translated: Han'guk Ui yoksa wa kimch'i

A%l faret 22| 9IS
Base Model Translated: Kimch'i Ui yoksa wa uri minjok

odel Translated: Minsok munhwa

xSetm FIEHET}

Base Model Translated: Ch'oduing hakkyo chindan p'yongka

NSotn SZHAEHL|

Base Model Translated: Kodling hakkyo chunggan kosa pomwi




Sentences composed of words unlikely
to be present in the training data

XM= gdoloa
Base Model Translated: Cho nun haksaeng ieyo

23 Or7|HlA| CrO[Of L&Y
Base Model Translated: model ak'it'ekch'dc Chang, Hon

EMATD BY AT
Base Model Translated: Ha, ka model yon'gu

20px} g
Base Model Translated: Yi ki taegye

JWZARS| 0= ot=2 Ot

Base Model Translated: Kaebal Ui maum hanul Ui maum

MAe| Ot ot=2| Of=
Base Model Translated: minjok ti maum hanul Ui maum



Everybody has a plan until ...

Original plan:
° Initial Training:
Collect quality romanization data and let Al learn from them

o Reinforcement Learning Loop:

Correct errors and let Al learn more from the corrections
Repeat the process as needed

o Apply the same method to test Japanese data

... it does not work well, and here’s why



“Datal Datal Datal”

he cried impatiently.

4

“I can’t make bricks without clay.’

- Sherlock Holmes

The Adventure of the Copper Beeches




Not Just Any Data!

Quantity: More data, better models

Quality: GIGO (Garbage in, garbage out)

Diversity: Avoid bias. Include irregularities.

Ideal scenario: Prepare a large quantity of high-quality, diverse data



|deal: Pure Al Approach

Quantity & Diversity: Synthetic data generation

Quality: Rigorous cleaning & error detection

= Obtain a large quantity of high-quality, diverse data




Al: Strengths and Weakness

Als are good at analyzing ..

° Meaning of words and senf pces (= Semantics) :
il ¢ Translation
o Grammatical structure of s¢ gences (= Syntax) Text generation
o Internal structure of wordsj(4 Morphology)
> the physical production an@/perception of speech

sounds (= Phonetics)

But not that good at underftanding ... Speech recognition

o Abstract system of sounds ind their underlying patterns (= Phonology)

Korean
Romanization




More Practical: Hybrid Approach

Al and machine learning:
> Dependency parsing (e.g. subject-verb, verb-object)
o Constituency parsing (e.g. noun phrases, verb phrases)
o Part-of-Speech (POS) Tagging (e.g. nouns, verbs, particles, etc.)
> Named Entity Recognition (NER) Tagging (people, organizations, places, etc.)

Traditional algorithm programming (including K-Romanizer)
o Apply sound change rules
° Handle exceptions



A case of Japanese:
Can Al romanize 58 correctly?

58 /) strong g kyo (1 Js 5 tsuyoshi )
58 /7300 violent criminal  5: g0 = H 58 B tsutomu
BRU Y strong 5 tsuyo 1 HRUR 7 takeshi )
RV stubborn 7i: kowa R 1 58 1 take
FRUND to force 5 shi [ﬁﬁ:\ﬁﬁgﬁa 5 : kyo ]
B> severely Af: shitata A2k 58 ] B tsuyo
BRT (not) necessarily  9ifi: anaga FA- & il 5 masu
SRIE stubbornness 1% gojo sV S 1N 5 yuki
FR1E D to nag 7% neda GRS = I 5 sune
BRI 5 to extort R yusu 5 RIS i go



@ You

Translate BEZ3 SZBEF S

58 5 : (not) necessarily

@ ChatGPT

W5 ZDLFRDFF A translates to "It iertain“ in English. CO rrect rea d | ng .
anagachi
You
@ How to pronounce 85 in that sentence? Ch atG PT

@[ChatGPT

The pronunciation of 2% in this context is “shikarichJ Each character is pronounced as follows:

* B (L or Z3): "shi" or "gou” Translate: BEEZD & (FEZ S50
* S:"chi"

Show drafts s

So, when combined, it is pronounced as "shikarichi.”

—*

Sure. The Japanese phrase B5€ 5 &(FRE 5720\ [pronounced "tsuyoshi pou to
wa kagiranai”) can be translated into English in a few Gifferent ways, depending on
the context. Here are a few possible translations:

. [Not necessarily]

* |It's not always the case

*» That's not always true
= It's not guaranteed
» It's possible, but not certain

For example, you might say 5T S & FRE 5720\ in response to someone who
says something like “"Hard work always pays off.” In this case, you would be saying

that it's not always the case that hard work leads to success.



Data! Data! Datal
We can’t make bricks without clay.

Thank you!

Hyoungbae Lee (hyoungl@princeton.edu)

Korean Studies Librarian, Princeton University

Dae Chul Son (sdc@kongnpark.com)

Chief Technology Officer, Kong & Park, Inc.
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